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Abstra ct. This paper describes ongoing researt to protect con den-
tiality in longitudinal linked data through creation of multiply-imputed,
parti ally synthetic data. We presert two enhancements to the methods
of [2]. The rst is dedgnedto preserve marginal distri butions in the par-
tially syntheti c data. The secondis designedto protect con dential links
between sampling frames.

1 Intro ducti on

Statistic al agencies are frequertly confronted with the competing objectives of
providing high-quality data to researchers and protecting the con dentiality of
survey respondents. Numerous methods have been developed to protect con -
denti al data with out undue distortion to underlying relationships among vari-
ables. Commonly used methodsinclude cdl suppresson, data masking, and data
swapping (seee.qg., [16] or the appendix to [2]). In general,the extent to which
thesemethods succeed in protecting con dertiality and preserving the analyst's
abilit y to obtain valid statistical inferences depends on the nature of the under-
lying data. Furth ermore, downstr eam statistical analyses may require detailed
knowledge of the disclosure control techniques or specialized software.

An alternate approach is to develop multi ple synthetic data ses for public
releas. This approach stemsfrom therelated proposals[15] and [3]. [15] suggess
generating synthetic data through multip le imputati on;® [3] sugges$s generating
synthetic data by bootstrap methods.* A dedded advantage of the synthetic
data approach is that valid inferences can be obtained using standard software
and methods® Furthermore, since the releasel data are synthetic, i.e., contain
no data on actual units, they poseno disclosure risk.

In practice, generating plausible synthetic valuesfor all variablesin a database
may bedi cult. This hasled several authors to considerth e creation of multip ly-
imputed, partially -synthetic data ses that contain a mix of actual and imputed
values. In partially synthetic data, con d ential data are multip ly-imputed, and

% This proposal is developed more fully in [8]. [9] provides a simulation study, [12]
discusesinference, and [11] provides an application.

4 [5] apply this method to categorical data; [4] use related concepts to develop a
measure of disclosure risk

5 In the caseof multiply-imputed syntheti ¢ data, these methods are related to those
applied to the analysis of multiply-imputed missing data, e.g., [14]. See[8] for details.



disclosabledata are releasal without perturbation. [6] pioneeed this approach
in the Survey of ConsumerFinances.[2] adopt this approad to protect con den-
tiality in longitudinal linked data. [10] develops meth ods for valid inference and
[13] presents a nonparametric method to generae multi ply-imp uted, partial ly-
syntheti c data.

We consider the case of longitudinal linked data. These are de ned as mi-
crodata that contain observations from two or more related sampling frames,
with measurements for multip le time periods for all units of observation. They
can be survey or administr ative data, or some combination thereof. Our proto-
typical example is longitudinal data on employers and employees Employment
relationships de n e the links between them. We are primarily interested in the
problem of protecting con dentiality when data from all three sampling frames
(employers, employees, and employment histories) are combined for statistical
analysis, and when the links between sanpling frames (a history of employ-
ment relationships) are deemed con d ertial. In [2] we considered the casewhere
the links between sampling frames were disdosable. In this paper we discuss
multi ply-imputing con dertial links. We also present an improved method for
multi ply-imp uting con dertial characteristics of the sampled units. We apply
a nonparametric transformation to each continuous con d ential variable to im-
provethe t of the imputation model, and to better preserve marginal distrib u-
tionsin the partially synthetic data.

Longitudinal linked data present particul ar challenges for statistical disclo-
surelimitation . Like all longitudinal data, they are characterized by complicated
dynamic relati onships between variables. However when data from multi ple re-
lated sampling frames are combined, these dynamic relationships span multi ple
frames. Furth ermore, thesedata are generally composel of a mix of discrete and
continuousvariables, some with censored or trun cated distrib uti ons. Finally, the
links between sampling frames may themsdvesbe deemed con d enti al. Protect-
ing their cond entialit y requires new methods.

The remainder of the paper is organizedasfollows. Sedion 2 intro ducesnota-
tion and discus®sthe [2] method for multipl y-imputing con dential characteris-
tics of units of obsevation when links between sampling frames are disclosable.
Section 3 presents an improvement over these methods that bett er preserves
marginal distributions. Section 4 considers the cas where links betweenframes
are cond ential, and Sed. 5 concludes Simulations and empirical results are
forthcoming.

2 Concept s

2.1 Multi ply-Im puted Partial ly Syntheti ¢ Data

Consider a database with cond ential elements Y and disdosable elemerts X :®
Both Y and X may contain missing data. Using standard notation from the

® The databasein question isdened quite generally, and the discussion in thi s section
is not necessrily limited to longitudinal linked data.



missng data literatur e, let the subscaipt mis denote missng data and the sub-
saipt obsdenote observed data, sothat Y = (Ypmis ; Yobs) @and X = (Xmis ; X obs)-
We assumethroughout that the missing data mecdhanism is ignorable.

The databaseis represented by the joint density p(Y;X; ), where are
unknown parameters. [2] sugges imputin g condenti al data items with draws Y
from the poderior predicti ve density

Z
P(YjYobs; X obs) = P(YXobs; )P ( jYobs; Xobs)d 1)

The process is repeated M times, resulting in M multip ly-imputed partial ly
syntheticdata les Y™;X™ ;m = 1;::;M: In practice, it may beeasierto r st
complete th e missing data using standard multip le-imputation methods and then
generatethe masked data as draws from the posterior predictive distri bution of
the cond ential data given the completed data. For example, rst generate M
imputation s of the missing data (Y, ; X Is ), where ead implicate m is a draw
from the pogerior predicti ve density

Z
p(Ymis ;Xmis onbs; Xobs) = p(Ymis ;Xmis onbs; Xobs; ) D( onbs; Xobs) d

@
With completed data Y™ = (Y ; Yobs) and X™ = (X ; Xops) in hand, draw
the partiall y synthetic implicate Y™ from the poserior predicti ve density

z
pCYIY™; XMy = p(YiX™; Jp(jy™;x™)d ©)

for each imputation m.

In practice, it canbevery di cult to spedfy thejoint probability distribution
of all data, asin (1), (2), and (3). Instead, [2] approximate the joint densiti es
using a sequence of conditi onal densities de ned by generalized linear models.
Doing so provides a way to model complex interdependencies betweenvariables
that is both computation ally and analytically tractable. One can accommodate
both continuous and categorical data by choice of an appropriate generalized
linear model. The multi ply-imputed partial ly synthetic data are drawn variable-
by-variable from the pogserior predictive distribution de ned by an appropriate
generalizedlinear model under an uninformative prior. If we let yx denote a
single variable among the condential elements of our database imputed values
¥« are drawn from

Z
PHJY™; X™) = pwiY M XM )P (kY™ X ™) d (4)

where Y™, are completed data on condential variables other than yj:



2.2 Longitudi nal Link ed Data

It is convenient to represent a longitudinal linked databaseas a collection F of
| es. Each le F 2 F contains longitudinal data from a single sanpling frame.
Each le may cortain both con dertial and disclosabk data elenents. Observa-
tionsin di erent lesare linked by a seriesof identi ers. An example servesto
illustrate the structure of a longitudinal linked database.

Our prototypical longitudinal linked database corntains obsenations about
individuals and their employers, linked by mears of a work history. The work
history cortains data on ead job held by an individual, including the identity
of the employer. Suppose we have linked data on | employeesand J employers
spaming T periods. There are three data les. The rst le U 2 F cortains
longitudinal data on employees with elements denoted u; for i = 1;:::;1 and
t=1;::;Ti: The seond data le Z 2 F containslongitudinal data on employers,
with elements z¢; for j = 1;::;;J andt = 1;::;;T;. Thethird data leW 2 F
contains work histories; with elemerts w; : The data les U and W are linked
by a personidenti er. The data | esZ and W are linked by a rm iderti er,
conceptualized by thelink functionj = J(i;t) that indicatesthe rm | at which
worker i was employed at date t: For simplicity, assime that all work histories
in W can be linked to individuals in U and rms in Z and that the employer
link J(i; t) is unique for each (i;t).’

As discus®d at length in [2], it is desirabe to condition the imputation
equations on all available data. In the context of longitudinal linked data, this
includesdata from all sampling frames. Thus when imputing variable yx in le
F 2 F; conditioning information shoud include not only data elemerts in F; but
also data from other les F®2 F: This helps to preserve relationships among
variables in the various les Inevitably, some data reduction is required. We
conceptuali ze these data reducti ons by functions g of data in | esF°2 F:

It is frequently desirable to edimate separate imputation equations on sub-
sds of the data, e.g., separate models for men and women, full-time and part-
time workers, et cetera. We conceptualize these subsets as data con gurations,
indexed by c: A given con guration may alsore ect the structure of available
data. For example, to impute earningsin some period t; we may wish to con-
dition on pag and future values of earnings at that employer. Such data may
not be available for every obsevation because of \structu ral" aspects of the
employment history, e.g. the worker was not employed in the previous period.

Let p(ygi; §) represent the likelihood of an appropriate generalized linear
model for con guration c¢ of variable yx 2 F: Under an uninformative prior,
imputation s are drawn from the posterior predictive density

z
civm.ymy—  POEIYN2FXM™2F, g (Y"2FOX™2F9; §)
p(y'kJY ,X )_ p( Eij;Xm)dE (5)

" The notation to indicate a one-to-one relation betweenwork histories and individuals
when there are multipl e employersis cumbersome. Our application properly handles
the case of multi ple employers for a given individual during a particular sample
period.



where Y™ represents other cond ential data in F; and F 9 denaes the comple-
ment of F in F: Note Y™, may include measiremerts on yy taken in other time
periods.

3 Preserving Marginal Distribut ions in the Parti ally
Syntheti ¢ Data

[2] discusssewral enhancements to the above methods that improve the con -
dentiality protection or the analytic usefuness of the partially synthetic data.
We presert an additional one here, that helps preserve the marginal distri butions
of con dential variables

Under the variable-by-variable imputation method desribed above, an ap-
propriate generalizedlinear model de nesa parametric distribution for the vari-
able yx under imputation, condition al on con dential and non-con dertial data
in all | es. In many cases the marginal distribution of yyx is unknown or di ers
from the parametric family of the posterior predictiv e distribution of the im-
putation model. This is problematic for generating multip ly imputed, partiall y
synthetic data using generalzed linear models, since it can lead to discrepan-
cies between the momerts of the con dential data and the partially synthetic
data. [2] found that their method preserved rst and second momerts of the
con dential data. However, higher momenrts may be distorted if the pogerior
predictiv e distrib uti on of the generalized linear model di e rs from the marginal
distribution of yy.

The usual solution, of course, is to take some analytic transformation of yy.
For example, it is frequently argued that the earnings of white males have an
approximately lognomal distri bution. Thus a suitable imputation model might
be a normal linear regresson of the logarithm of earnings on other data items.
The imputed values are normally distributed. Exponentiation returnsthem (ap-
proximately) to the original location and scale.

There aretwo important limitat ionsto such a strategy. Fir st, any error in the
analytic transformation biasesthe distri bution of the imputed values® Second,
no convenient analytic transformation may be available. We sugges a nonpara-
metric transformation that addresssthese limita tions.

Our transformation is conceptually simple, and is applicable to continuous
variables in a variety of contexts. We consider the casewhere the imputation
model is a normal linear regression, though other applications are possble. Un-
der an uninformativ e or conjugate prior, the posterior predictive distribution is
normal. If the marginal distri bution of the cond ential variableyy di ersgreatly
from normality, the distribution of the imputed valueswill dier from that of
the con dertial data. The ideais to transform the con d ential data sothat they
have an approximately normal distribution, estimate the imputation model on

8 Error in the transformation is any di erence between the distribut ion of the trans-
formed variable and the poserior predictiv e distribut ion of the generalized linear
model.



the transformeddata, and perform the inverse transformation on the imputed
values. The r st step is to obtain an estimate of the marginal distribution of
Yk Since we are in the case where the exad parametric distribution of yy is
unknown, we suggest a nonparametric edimate, e.g. a kernel density edimate
K : Provided su ¢ ient data, this can be done for eah data con guration c: For

eac observation yi; compute the transformed valuey? = 1 K (yx) ; where

denotes the standard normal CDF. By construction, the y? have a standard
normal distri bution. Then estimate the imputati on regression on y?; and draw
imputed values y? from the pogerior predictive distrib uti on. Theimput ed values
are normally distributed with condition al mean and variance de n ed by the re-
gresson model. To return the imputed values to the original location and scale,
compute the inverse transfomation y = K 1( (¥D)) : The imputed values
v« are distrib uted acoording to K ; preserving the marginal distrib ution of the
con dertial data.

There is one caveat to the above discusson. The transformation y? and its
inverse depend on the data. That is, the transformation function depends on
an egimate K (yx), and hencecontains model uncertainty (sampling error). To
obtain valid downstream inference we need to acoount for the additi onal uncer-
tainty introduced by the transformation. A simple way to do this isto bootstrap
the transfomation. We therefore sugges an additional step. In ead impli cate
m, draw a Bayedan bootstrap sample of valuesof yy, denoted y;", and compute
the transformation y"°= K™ (y™). After drawing imputed values y"° from the
appropriate p(isteri or predictive distribution, perform the inverse tran sformation

= K™  ( (#9.

Simulation results and an empirical application of this method are forthcom-
ing.

4 Protecting Conden tial Links Between Sampli ng
Frames

[2] consideredthe casewhere links between data lesF 2 F were among dis-
closable data elements X: In many situations this is unlikely to be the case
Returning to our prototypical longitudinal linked database, links between | es
constitute a history of employment relationships. From these one can compute
a variety of statistics (e.g, the number of jobs held by an individual in ead
period, rm employment in ead period, etc.) that can be usel to identify em-
ployers and employeesin the partiall y synthetic data. Thus we now consider the
case wherelinks between data | es are deemed con d ential. Our suggesion is to
treat theselike other con dential data items, and multip ly-impute them under
appropriate generalizedlinear models. In the context of our prototypical longi-
tudinal linked database on employers and employees, this amourts to imputin g
the link function j = J (i; t). For a given worker i, this can be acconplished
either by imputing the rm's identity j in some period t; imputing the datest



as®ociated with an employment spell at rm j ; or both. Well ustrate the meth od
with an example taken from current research at the U.S. CensusBureau.

An application of the procedure de<cribed in this paper is currently under-
way at the U.S. CensusBureau, using data from the Longitudinal Employer-
Household Dynamics(LEHD) program. Theseare administrati ve data built from
quarterly unemployment insurance (Ul) system wage reports. They cover the
universeof employment at businessesrequired to le quarterly Ul reports { esti-
mated to comprise more than 96 percent of total wageand salary civilian jobsin
participat ing states. See [1] or [7] for a detailed description of the data. The le
structure corresponds to that of the prototypical databasedesaibed in Sed. 2.2.
To protect con dertiality of the employment history, our objective is to ensure
that any person- or rm-level summary of the history is perturbed. To do so,
it is suc ient to multip ly-impute the idertity of at least one employer in eadh
individual's employment history, and the start and end dates of all employment
spells.

To multip ly-impute (at least) one employer'sidentity in the individual's em-
ploymert history, we use a logistic regresson model that conditions on estab-
lishment employment and detailed employer and employee geography. The set
of candidate \d onor" edablishmernts is restricted to businesesoperating in the
same county and detailed industry, in some caesstrati ed by employmert. De-
note the set of such r ms by (i;t). Conditioning variables for the regresson
include establishment employment, characteristics of the within-esablishment
wage distri bution, and the worker's physical proximity to the business Denote
the vector of these characteristics by x; ;. The imputation model is based on

exp jt+xﬁ-’t

k2 (i) ©PF ke + xR, g

Pr(t)y=jjj2 (t)="P (6)
where j; isa rm and time specic eect.

We also multi ply-impute the start and end date of each employment spell. We
can represen the employment history of an individual at a parti cular employer
by a binary string. Each digit of the string corregponds to one quarter in the
sanmple period. It takesvalue 1if theworker wasemployed at that businessin that
quarter, and 0 otherwise. The imputation model is a binary logit for employment
in a given quarter, conditional on characteristics from all sanpling frames and
whether the individ ual was employed at that business in the four previous and
subsequert quarters. We multipl y-imput e an individual's employmernt status at
the businessfor ead quarter in a window around the employment spell's start
and end date. T his perturbs the start and end dates of the spell, but constr ains
them to lie within a x ed interval of the true values It can also Il or create
short gaps in the employmert spell, in a manner consigent with observed spells.

5 Summary

Multip ly-imputed partial ly synth eti c data hold great promisefor statistical agen-
cies and analysts alike. They satisfy the statistical agency's neal to protect the



con dentiality of respondents' data, while preseving the analyst's ability to
perform valid inference In the context of longitudinal linked data, the synthetic
data approac is particularly appealing. It is su ciertly exible to maintain
complex relationships between variablesin various sample frames. As demon-
strated in this paper, it is also possible to preserve the marginal distribution of
con dential variablesin the partially synthetic data. Furth ermore, the synthetic
data approach is adaptable to protecting con dertial links between frames.The
application of these methods to the LEHD databasepromises furth er re n ement
of the techniquesdiscussd in this paper. This application will further demon-
strate their ability to protect con dertiality and preserve valid inferences, and
will demonstrate the practicality of the synthetic data approad.
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